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Abstract-

Sohmelkin

In recent-years some behavioral sci= ista haVe,-;Attempted to alert and_ -
. -. . .

sensit4e researchers to the impo;n't distinction between st-atistical sig-
.

_ i____---ficance and meaningfulneag of findings in behavioral research. Moreover,.
-. -

they have attempted to.impresS researchers -with the need to consider magnitudes:

of effects and statistical power inthe design of their studies. Despite these

attempts, it appears that the vast malprity of studies in the social sciences

are pl4nned, .executed, and reported without any concern with issues ofi,substan-

tive meaningfulness and the statistical power of the tests being used.

The present paper was devoted to a statistical power analysis of research

studies in special education reported in Volumes 39 and 40 of Exceptional
-

Children (1972-73,-1973-74). After reviewing the basic concepts involved

in Such an analysis, namely Type-I and Type II errors, and conventional effect

sizes (i.e., small, medium., and large), the publidhed research was scrutinized

for statistical power. It was found that the average power to detect small

effects was Al; with only 5% of the tests having 4.better than 50-50 chance to

declare the findings as-being significant at the .05 level of significance. Fbr

medium effects, the average power was .49 with 43% of the tests having a better

than 50-50 chance to declare the findings as being significant. For large

effeCts, the average power was .82 with 76% having a better than 50 -50 chance.

The paper"cohcludes with a summary and recommendations for making per

analysis an integral part of the research endeavor.
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Statistical Power Analysis of

Research'in Exceptional Children,

Despite the Iproversy surrounding tests of significance,and despite

attempts to alert researcheis to the need to interpret results substantively,

7

findings are still reported alMost exclusively in terms 6f significance. As

is well-known, given ,a large enough sample, any finding can be declared

statistically significant. Consequently, it'is'important to distinguish

between results that are statistically, significant but not substantively
t

important and results that are important but that are declared not significant

because of low power in the statistical test'used.

Judbing.fr published research findings, most behavioral researchers

seem Eo he'trither/bnaware or not concerned with the important role of.statistical

powerilanalysii in the design of research (Brewer, 1972; *Cohen, 1962; Hopkins,

1973). this frequentrir leads to sittiationsinmwhiCh results that are sub-

stantively not meaningful axe declared to he statistically significant, or

ones in which meaningful results axe declared to be statistically.nonsignificant.

Either state of affairs is an unhappy one; the first being trivial, while the

second is 'fraught with ambiguities or perplexities. "It is unfortunate that

failure t2-confirm hypotheses has become egliated with experimental failure"

(Mille7t-& Knapp, 1971, p: 7).

Of the four factors that affect the power of statistical tests (i.e.,

effect size, Type I error, Type-II error, number of subjects)., the most impor-

..._
-...._

tart, but the one most often!overloOked,--i-a_the anticipated' effect size (S).
. -...,,,.

The ES is "the degree to Which the phenomenon is pre in the population or

,

..

,

I

the degree to which the null hypothesis is false" (Cohen, V69, pp. 0). .

The point of departure in designing research should be the determination of

4.

4 .
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the -magnitude of the expected effect. Since it is rarely the case that there

are no differences between groups on any variable and since any difference, no

matter how small, can be found to be significnt if a large enough number of

subjects (N) is used, it is incumbent on the researcher to specify what

difference he will consider meaningful and to design his research so that.

when in fact a meaningful finding is obtained the probability of declaring it

to be significant is high. The determination of the minimum ES tojoe considered

meaningful is based, among other things, on the nature of the research in. the

area under investigation, the investment of effort and money, and theconseguences

of rejecting the null hypothesis. -For example, in,research on the differential

'effects of different remediation programs,the magnitude of the ES considered

meaningful depends upon the relative efforts and costs involved in implaikting

each of the programs; the possible impact each program may have in(the area

under study, as well as on related areas. White the decision aboutthe desired

ES in a given study is best made on the basis of theoretical and practical

considerations, it frequently happens that the researcher does not have the

information necessary for a meaningful decd sion.. Under such circumstances,
. .

one may resort to.conventional criteria for ES. 'Cohen (1962, 1969); for example,

proposes that for an analysis of differences between groups, mean' differences

of one-guarter, one-half and one standard deViation be nidered_small,

medium and large effects respectively.

As is known, the four factors affecing statistical, power are interrelated,

and the selection of any three of them detAmines the fourth. Most researchers
.

seem to adopt the conventional levels of significance (e.g., ,05 or .01) and
1)

conduct. their study with whatever number of subjects is available to them.

What is called for, instead, is to specify, in additiOn to the ES and the
. -

.
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desired power of the test li.e., 1 -p). "The seriousness ofgpotential error

determines how much power is necessary" (Miller & Knapp, 1971,-g. 8): In

the event one is unable to meke such a determination, it has been suggested

that be set equal to .20, so that the probabil'ity of rejecting a false null

hypOthesis for the ES selected is 80% (Cohen, 1969). Having selected the

three factors mentioned above it is possible to calculate the sample size

necessary.

In an attempt to alert' researchers to these problems, several surveys

,

have been conducted that have tried to ascertain the power of representative

studies in the areas of- psychology and education (Brewer, 1972; Cohen, 1962).

The present investigation was designed to study the statistical power of

studies in the area of special education. _Specifically, Volumes 3 and 40

of Exceptional Children were reviewed and the powet each had of detecting

small, medium, and large ES was calculated.-''Thefindings were then compared

to those reported by Cohen (1962) and Brewer (1972).

Procedures

Por purposes of comparison,.it was necessary to impose standard conditions

on the assessment. Since there was no evidence to indicate that a level of

significance was set prior to the data.collection in any of the articles, the

.05 level of significance was.used-uniformly as has been done in the surveys

`mentioned above. In addition, nondirectionality of hypotheses was assumed

, throughout. In cases where total N's were reported without a breakdown, it

was assumed that there were equal n's in each grou This procedUre enables

otte to detect the maximum power available un timal conditions. Since

-'no mention of ES was Made in any of the artic 'tintpswed, operational
..4

definitions of small, Vedium, and large effe slids fqr,each test were
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selected following Cohen (1969)-: bo attempt was Te to consider other

problems in research deign.

The three statistical tests most prevalent in the two volumes under review

ate t tests, analyses of variance (F tests), and correlational analyses (r).
1

Since other tests (e.g., sign tests) occurred only once or twice, this survey

is limited to the above three. Of all the articles that used statistical

-
tests) 35 contained enough information to calculate the power of the tests for

the three ES. The remaining articles either used tests other than the three

under study or did not provide sufficient information. This was primarily due

to two ommissions: (a) no specification as to the exact nature of the test

used, and (b) insufficieritinformation as to the number of subjectS.It should

be noteNthat this state of affairs not only prohibits post hoc power analysis,

it does not permit one to adequately interpret the results' of the studies in

question.

Of the 3.5 articlesi.5 employed 2 types of tests. When more than one

type, of test was used, separate power analysis was conducted, for each.

Median power for each of the distinct statistical tests in a given article was

'4 used in the tabulation of the results.- While other surveys report means

instead of medians, it is felt that the latter is preferable since it,is not

affected by extreme cases.

Results and/Discussion

The.powardistributions for the 4, and r analyses ate presented in

Table 1. The results can be summarized as follows: The average, power for -

small effects across the three types of tests-used wts .11 with'only 5% of

the tests having a better than 50750 chance of detecting such effects. For

medium effects the average-poWer Was .49 with 43% having a better than 50-50
. .

'
,

. .

chance. For large effects, the average power was .82 with 16% having a better

S



than 50-50 chance of detecting effects of this

When comparing the presentsurvey with the surreys Cohen in the

Journal of Abnormal and Social Psychology (1962) and by rewer in the American

Schmelkin-

6

. / .
.

Educational Research Journal (1972), it should be kept in mind that-in
;

t each of the surveys the problem was approached in slightly different ways.

Cohen's analysis combined the different tests into one grouping which yielded

a power-index for each article, regardlesS of the analyses involved. The

. median power findings of his 'eurveywere .17, .46, and .89 for sm ,all, medium, and

large effect8 respectively. Brewer,Presented the data Classified into the

various statistical tests he examined*(F, t, and r). In contrast with the

present survey, he analyzed the dAa without an article breakdown. Consequently,

there is no way of knowing the contribution-of eachcarticle to the overall

index reported. -The combined average power of Brewer's survey was .14, .58,
4

, -

and .78 for small, medium, and large ES respectively. Although direct compari-

son cannot be made because of the somewhat different procedures, it is

interesting to note that while the three surveys deal with different ntent

areas,,their findings are generally very similar. The findings of these

surveys do not portray an encouraging situation. On the average, only when

large effects were being studied, do the research articles have adequate power.

'It,should be noted, however,.tliat large effect sizes are not generally

encountered in behavioral research. What is mord important, however, is that

the power of the test in*the studies reviewed was not determined by design

but ther by default. Moreover, this picture is probably favorably biased

due to thersele6tivity in accepting for publication articles that find signifi-

cant re_ Is. Thus, in research in general, power is probably even lower than

indicated in surviye6such:as this.

8

1
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Summary and Recommendations

Thereare several approaches to increasing power:

(1) The,most obvious immediate remedy to the problem of low power is

to increase the number of Subjects. Other factors held constant, this will.

result in increased power.'

(2) Increasing the level of alpha'will result in more'power, however,

"alpha 'should not be set thoughtlessly, but should reflect a balance in

Type I-Type II error considerations" (Hopkins, 1973, p. 106).

(3) Research may be designed to increase the size of the effectUnder'

study rather than passively attempting to detect whatever effect is obtained,

. regardless of how small the effect is (Cohen, 1973).

(4) Other things being equal, a test of a directional hypothesis has more

power than a nondirectional one. Directional tests, however-, should be used

judiciously (Cohen, 1969):

2/
(5) Another impcsrtant aspect is the reliability of the,measures: As

currently used, power analysis for the most part assumes high reliability.

To the extent that the measures,are unreliable, power will be less than that

expected under optimal conditio (Cleary & Linn, 1969). Needless to say,

,

high reliabilities are not the no*m in behavioral research. This would lend.

further support to the assertion that in reality power i$ probably lower

than what was found to be in these surveys.

In sum, the present survey indicated a serious shortcoming in the design

of research in special education. In our continued efforts to upgrade such
2

research it is important:that considerations of statistical per analysis

become an integral part of the training of researchers in our field, as well

as one of the criteria for the evaluation of research reports submitted for

publication.

9
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1
While r is not a test of significance but a measure of association, it

was decided to treat
,

it in a separate category for the purpose of distinguishing

studies reporting dbrrelations from those focusing on mean differences:; as
,

well as for comparisons with other surveys. available in the literature.

O
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